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Abstract—The latest published studies with extensive explorations of look-up table and cluster sizes are now more than a decade old. However, CMOS technology as well as CAD and transistor modeling tools have improved so much since that it is reasonable to wonder whether the conclusions of such studies still hold. One of the major difficulties of conducting these studies, especially in academia, is producing credible delay and area models. In this paper, we take advantage of a recently developed architecture modeling tool to re-evaluate the effect of the various cluster parameters on the FPGA. We considerably extend the exploration space beyond that of the classic studies to include sparse crossbars and fracturable LUTs, and show some results that go against the current tenets of FPGA architecture.

I. INTRODUCTION

"In all affairs, it is a healthy thing now and then to hang a question mark on the things you have long taken for granted." A quote by Bertrand Russell that, under the scope of "all affairs", can be be applied to any research field, including Field Programmable Gate Arrays (FPGAs).

For over a decade, the general consensus on the optimal cluster and Look-Up Table (LUT) size for FPGAs has been influenced by the 2000 study done by Ahmed and Rose [1] and its extension in 2004 [2]. However, FPGA research has come a long way since then, especially at the technology and CAD tools levels. From one side, the technology node scaled down by more than a factor of 10, resulting in lower threshold voltage and producing smaller transistors that are faster and more power efficient. From the other side, academic research made numerous contributions to the different stages of the CAD flow, improving their optimization algorithms and the quality of the results obtained using the various tools. For instance, multiple new algorithms were introduced to the logic synthesis and technology mapping phases with the introduction, in 2005, of the synthesis and verification tool ABC [3]. Since then, ABC and its numerous internal algorithms evolved drastically to become one of the main providers of optimization algorithms for synthesis and mapping, in large open-source CAD tools like the VTR project [15]. The VTR project itself also witnessed a major evolution with its AA-pack algorithm [12] in 2011 and multiple releases up to the last version of VTR 7.0 [13] in 2014. As the FPGA research evolved, new benchmarks were also introduced to emulate real applications on which FPGAs might actually be used. The circuits became bigger and included memory and DSP blocks such as in the VTR [15] and Titan [14] benchmark suites, introduced in 2012 and 2013, respectively.

Even at the transistor level, FPGA architecture modeling tools emerged to automate the process and facilitate architectural explorations, the latest of which were COFFE [4] and FPRESSO [19]. COFFE runs SPICE simulations on clusters with pre-set, yet parameterizable, structure, and models the FPGA architecture within hours. In contrast, FPRESSO relies on libraries of pre-characterized cluster elements that it uses to model architectures, without any hard structural constraints, within minutes.

With this major evolution and dramatic improvement in the different aspects of FPGA research, and with the introduction of fast and automated FPGA modeling tools, it is time to hang some question marks on our "affairs" and re-evaluate our conventions by exploring the FPGA architectural space while exploiting the improvements achieved in this area. To this end, we start by re-evaluating the architectural conclusions of Ahmed and Rose’s study [2], but using an experimental methodology that includes the most recent versions of the CAD tools and leverages the modeling capabilities of FPRESSO. We first limit our exploration to the almost-exact architectures explored in 2004 and use it to verify the validity of the original findings. And then, we gradually extend our exploration to a much larger search space, and focus on evaluating the effect of the crossbar density on the performance. We also show how fracturable LUTs can be modeled in automatic modeling tools like FPRESSO while assessing their architectural benefits.

The rest of the paper starts by first defining the general structure of the cluster and how it is modeled, and by introducing a new approach to automatically model fracturable LUTs within FPRESSO, in Section II. Then, Section III details our experimental methodology while elaborating on the benchmark selection process. Starting with a re-evaluation of the existing studies, we first limit the architectural exploration to the scope of these studies, in Section IV, before gradually increasing the search space. We then evaluate the effect of the crossbar density on the architectural performance in Section V. Widening further the exploration space, we compare the fracturable LUT architectures to the non-fracturable ones and analyze the effect of the CAD tools on the results, in Section VI, before concluding in Section VII.

II. ARCHITECTURE MODELING

One of the main challenges in architectural explorations is to have correct delay and area modeling of the different architectures. Any minor modification to the cluster requires redesigning it at the transistor level, sizing the different transistors and running SPICE simulations to measure the
pin-to-pin delays of every element of the cluster. In prior explorations [1], [2], this modeling had to be done manually, which imposed severe constraints on the feasible search space. Luckily, several tools have since been introduced to automate the process. In this section, we first define the cluster and its parameters and then we show how the architecture is modeled using FPRESSO. We focus on the challenges of modeling fracturable LUTs and explain how we extend FPRESSO to automatically support and model this feature.

A. Cluster Architecture and Parameters

State-of-the-art FPGAs have an island-style architecture that consists of a grid of clusters connected though vertical and horizontal routing channels [7]. Although the look-up table is used as the basic logic element in the clusters, the structuring of these LUTs with the additional logic blocks, such as multiplexers, crossbars, and registers, differs from one architecture to another.

In this paper, we base our exploration on an FPGA architecture similar to the Altera Stratix FPGAs while modifying its main characteristics. Figure 1 shows the general structure of the cluster along with the different parameters that can define a particular architecture. Each cluster consists of $N$ Basic Logic Elements (BLEs) and has $I$ inputs and $N$ outputs. Each BLE has a $K$-input LUT, a register and two multiplexers to select between the registered and unregistered LUT output, before sending it either to the cluster output or as a local feedback. The $I$ inputs, along with the $N$ feedback signals, feed the input crossbar which then distributes them to the BLEs (and hence the LUTs). As such, the crossbar has $(I + N)$ inputs, $(N \times K)$ outputs and a density $F_{\text{global}}$ which indicates the fraction of the inputs connected to each output.

The inputs and outputs of the cluster are connected to the global routing through Connection Blocks (CBs) and Switch Blocks (SBs). The fraction of routing channels connected to each of the cluster’s input/output is defined by the parameters $F_{\text{cb}}$ and $F_{\text{cont}}$, respectively.

B. General Modeling

We use FPRESSO [19] to model the different architectures. It is an automatic modeling tool for FPGAs that takes as input a description of the cluster architecture, in a simplified XML format and returns the modeled architecture, fully annotated with the cluster area and the delay of every element.

Besides being the most recent FPGA modeling tool, FPRESSO is highly convenient for this kind of architectural explorations. First, it is a fully-automated tool that does not require any transistor-level expertise or effort from the user. The user just specifies the architectural parameters (e.g., $K$, $N$, $I$, $F_{\text{global}}$, etc.) then FPRESSO automatically models the cluster and returns the annotated architecture file as output. Furthermore, exploring a wide search space of hundreds if not thousands of architectures is a very time-consuming process, especially at the modeling phase. As a matter of fact, the previous explorations [1], [2] were limited to about 60 architectures due this constraint. However, FPRESSO models an architecture within minutes, providing a major runtime advantage without which modeling becomes the bottleneck of the exploration. The output file generated by FPRESSO follows the exact XML format requirements of the packer of the VPR tool, which makes it highly convenient and allows it to be easily integrated in the CAD flow.

We use the latest version of FPRESSO (version 2.0)\textsuperscript{1} which improves the initial release by modeling global routing and inter-component wireload [18]. To model global routing, Ahmed and Rose [2] assume that the routing buffers scale proportionally with the length of the tile, while basing it on a certain assumed size for the small architecture of $K = N = 4$. To maintain consistency and properly compare with that study, we scale the routing buffers the same way; however, instead of assuming the size of the base architecture, we model it along with all the routing multiplexers and use the sizes reported by FPRESSO.

Since FPRESSO does not support fracturable LUTs, which is an important feature in the state-of-the-art FPGAs, we extend it so that it understands the notion of fracturability and model the fracturable LUTs, as explained in Section II-C.

\textsuperscript{1}Available online at fpresso.epfl.ch
C. Modeling Fracturable LUTs

Fracturable LUTs are a fundamental feature in modern FPGAs, it is thus essential to evaluate their effect on the FPGA performance. However, modeling fracturable LUTs is not as straightforward as it may seem, for there is a major difference between how CAD tools perceive the notion of fracturability and how it is designed at the hardware level.

Looking at the VPR architecture files, a fracturable LUT is expressed as two different modes of operation, as if the packer can select between two independent BLEs, each with different LUTs inside. Figure 2 shows how a fracturable 6-LUT (in an 8-input BLE) is described as two modes in the VPR architecture file. The first mode, in which the LUT is fractured, the BLE contains two 5-LUTs with two shared inputs. The second mode consists of only one 6-LUT that uses the first six (out of eight) BLE inputs and the first BLE output.

VPR cares only about how the fracturable LUT can be used and not how it is actually implemented. However, in practice, the LUT must be designed with all the additional logic that makes it fracturable, in order to model it correctly and account for the delay and area overhead of this feature. Figure 3 shows the actual design of the fracturable 6-LUT of Figure 2, as we implement it in FPRESSO. The concept of fracturable LUTs is derived from the fact that a K-LUT can be built using two (K-1)-LUTs by assigning to these two LUTs the same inputs and adding a multiplexer to select between their outputs, depending on the value of the Kth input. Thus, when implemented in FPRESSO, the two 5-LUTs must be able to share all of their inputs when operating as a 6-LUT while maintaining three independent inputs in the dual-LUT mode. Therefore, at least one multiplexer is added to select the correct Kth input, depending on the mode. The other input multiplexers are optional but can be used in the cases where the routing is not flexible enough to guarantee connecting the same signals to the inputs of the two LUTs when in the second mode (Figure 2b). Similarly, additional multiplexers are introduced to select the LUT outputs before connecting them to the registers of the BLE, depending on the mode of operation. Note that these registers are not shown in Figures 2 and 3 for simplicity.

Using these predefined rules, we integrate fracturable LUTs into FPRESSO so that the hardware implementation is automatically inferred from a simple description of the modes of operations and the input/output connections. We generalize the process: FPRESSO reads in the different modes, as described in a VPR architecture file, then transforms them into a detailed design by adding all the related multiplexers and connections, depending on the sizes of the LUTs, the shared inputs and the BLE’s input/output specifications. This design is then sized and optimized along with the remaining of the cluster. After optimization, the delays/areas are measured and the architecture file is generated with the fracturable LUT expressed as modes again and annotated with the respective delays, depending on the logic used in each mode.

III. EXPERIMENTAL METHODOLOGY

To facilitate the exploration of a very wide search space, the entire experimental process is fully automated. In this study, we model and explore over 1,200 architectures, as opposed to the 60 architectures tested by Ahmed and Rose [2], and run more than 41,000 benchmark simulations. Such an extensive exploration could not have been possible if the experimental setup was not fully automated.

A. General Flow

The experimental flow consists mainly of two phases: (1) architecture modeling and generation of architecture description files, and (2) running all selected benchmarks on each modeled architecture. The different steps of these phases are shown in Figure 4.

In the first phase, architectures are automatically modeled using FPRESSO [19] in a 65 nm UMC technology (typical corner). We only had to create a template of the desired architecture and varied the cluster parameters shown in Figure 1 before sending it to FPRESSO. The output is the architecture description file in the XML format required by the packer. Given that the prior work does not specify the routing density, we choose the default values of $F_{cin}$ and $F_{cout}$ (0.15 and 0.10 respectively) used in the architecture files provided with the VTR tool, with a Wilton switch box and a segment length of 4. The second phase handles the benchmark simulations on the modeled architectures. Each benchmark is first synthesized and technology mapped, knowing the size of the LUT (K) in the architecture, using the synthesis and verification tool ABC [3].

Using the architecture description file generated by FPRESSO, the benchmark is packed into the cluster, placed and routed, using VTR 7.0 [13], with unlimited routing constraints. Then, knowing the minimum channel width ($W$) required to route the benchmark, the channel width is increased by 30% and the routing step is repeated but now with a fixed channel width ($W' = 1.3 \times W$). Placement and routing is also repeated, for three different placement seeds, and the extracted delay and area results are averaged (over these seeds), to filter out the placement noise. In the different stages of the CAD flow, the tools are set to optimize for the critical path delay.

B. Benchmark Selection

There seems to be a growing consensus in the FPGA research that the MCNC benchmarks [17] are a rather outdated benchmark suite that does not represent realistic circuits on
which the FPGA might be used. Even the big 20 MCNC circuits are often criticized for being small with some purely combinational designs and no heterogeneous circuits (memory and DSP blocks) [14]. This encouraged introducing new benchmark suites, such as the VTR benchmarks, in the VTR project [15], and the Titan benchmarks [14], as better alternatives to the MCNC benchmarks.

We set out to verify whether the MCNC circuits can be relied on in such architectural explorations. So, we design an experiment to compare the MCNC and VTR benchmarks over the same sets of architectures, modeled in FPRESSO so that the exact cluster delays and areas are used in both cases, even if the VTR benchmarks require additional RAM and multiplier blocks in the architecture. Since FPRESSO does not model RAM and DSP blocks, we use the delays and areas provided in the VTR 7.0 architectures, scaled to the correct technology node. We test the benchmarks of each suite on different architectures with a large range of $K$ and $N$, and a fully populated crossbar.

Figure 5 shows a comparison between the delay-area products obtained for each of the benchmark suites. Clearly, the scatter follows a linear trend indicating that the conclusions derived in such architectural explorations are valid using either of the two benchmark suites. There is no denying that the VTR benchmarks require additional RAM and multiplier blocks in the architecture. Since FPRESSO does not model RAM and DSP blocks, we use the delays and areas provided in the VTR 7.0 architectures, scaled to the correct technology node. We test the benchmarks of each suite on different architectures with a large range of $K$ and $N$, and a fully populated crossbar.

IV. REVISITING EXISTING STUDIES

We start first by re-evaluating the latest studies on the effect of the different cluster parameters onto the FPGA performance. So, we limit our initial experiments to the search space of the these studies, with some minor differences. There are, in fact, several unspecified variables in the Ahmed and Rose papers, like the fraction of routing channels connected to each cluster input/output, $F_{cin}$ and $F_{cout}$, for example. As mentioned in Section III, we use the default $F_{cin}$ and $F_{cout}$ values given in the VTR architecture files, and this forces us to limit the cluster size to a minimum of 4, otherwise some routing channels will not be able to reach any cluster input. Furthermore, the new CAD tools introduce some limitations: for example, FPRESSO supports only up to 7-input LUTs while ABC does not map on only 2-LUTs.

Taking all these constraints into consideration, we select the architectures with the following cluster parameters:

- $3 \leq K \leq 7$,
- $4 \leq N \leq 10$,
- $I = \frac{K}{2} \times (N + 1)$, as used in the reference study [2], and
- $F_{channel} = 1$ (i.e., a fully populated crossbar).

We test these architectures on the big 20 MCNC benchmarks and represent the results, reported using the geometric mean over all benchmarks, in the same format as in the original study.

Figures 6 and 7 show the total area, measured in minimum width transistors (MinWTran) as the LUT size varies from 3 to 7, for cluster sizes between 4 and 10. The results from Ahmed and Rose’s study [2], for the same parameters, are also added for comparison. Figure 8 shows the total delay for the same
architectures and compares the reference results to ours. When compared with the prior work, one can clearly see the same behavior of the area and delay curves as \( K \) and \( N \) change. Certainly, the ranges of the area/delay values change due to the differences in technology; however, the same trends are generally preserved. Figure 9b shows the number of BLEs on the critical path for every combination of \( K \) and \( N \) and compares to the only curve available from the reference study in Figure 9a. The curves decrease at the same rate. We also show that, in general, the number of BLEs on the critical path decreases as well with the size of the cluster \((N)\).

Having similar area and delay curves comes as a validation of the conclusions of the previous study on parameterizable clusters. These conclusions still hold despite all the changes in CAD and technology. According to our results, the architectures that lead to the best area have \((K, N)\) values of \((4, 6)\) and \((4, 9)\), while the best delay was observed for \((K, N)\) values of \((7, 5)\), \((7, 8)\), \((7, 7)\), \((6, 5)\) and \((6, 7)\), which concurs with the findings of Ahmed and Rose [2].

A. Evaluation of Bigger Clusters

Setting the maximum cluster size to 10 can be a limitation to the search space, especially since bigger clusters may seem potentially promising: having more logic within the cluster can favor local feedbacks and reduce the use of global routing. Thus, we extend the experiments up to a cluster size of 15.

B. Evaluation of Input Assumptions

In the architectural explorations of Ahmed and Rose [2], the number of cluster inputs \( I \) was factored out as a parameter by computing it, for every architecture, as

\[
I = K \times (N + 1),
\]

where \( K \) is the number of LUT inputs and \( N \) the size of the cluster. It was shown that with this \( I \), a 98% cluster density can be achieved [2].

However, with the new packing algorithms of VTR, this relationship might not be valid anymore and Equation 1 might not achieve the same packing density. Furthermore, it was shown by Murray et al. [14] that a higher cluster density does not necessarily imply an improved FPGA performance. So, we decide to measure the effect of \( I \) on the performance of the FPGA and not only the density of its cluster. We run a set of experiments in which we vary the number of cluster inputs \( I \) by increasing the value computed using Equation 1 with
possible performance advantages that need to be verified. 

Fig. 9: The number of BLEs on the critical path decreases as the LUT size \((K)\) increases, both in the reference [2] and in our results. We show that it also decreases with as \(N\) increases.

Fig. 10: The measured delay and area as the cluster size \((N)\) varies, for different LUT sizes \((K)\). In general, no clear trend emerges to favor large cluster sizes.

increments of 5. The objective of the experiment is to verify whether the cluster is being starved of inputs and if increasing \(I\) can improve its performance.

Figure 11 shows how the delay-area product changes with respect to the different steps of added inputs. In general, the delay-area product tends to increase with \(I\). However, a closer look at the first part of the graph shows that adding 5 more inputs to the cluster actually improves the overall performance, for all cluster sizes. Adding more than 5 causes all the improvement to be lost. Thus, the number of inputs computed using Equation 1 is not sufficient and needs a boost by about 5 inputs.

Fig. 11: The effect of the number of cluster inputs \(I\) on the delay-area product, for different \(N\) (averaged over \(K\)). The results are shown with respect to the number of added inputs (“Added \(I\)”) to the original values computed using Equation 1.

V. CROSSBARS DENSITY

The crossbars are used to distribute the cluster inputs \((I)\) and the local feedback signals \((N)\) to the LUTs of the cluster. Each crossbar consists basically of \(N \times K\) multiplexers, as explained earlier, and the size of the multiplexer is determined by the density of the crossbar \((F_{\text{local}})\) along with \(I\) and \(N\). Hence, as the clusters get bigger, the crossbars can become very expensive in terms of both area and delay. Sparse crossbars were introduced as a compromise between the flexibility of the routing and the cost of the full density [8], [9]. By depopulating a crossbar, each of its outputs can be connected to only a fraction \((F_{\text{local}})\) of its inputs. Therefore, using a sparse crossbar translates to smaller multiplexers that reduce the routing flexibility of the LUT inputs but, at the same time, reduce the area and critical path delay of the cluster.

Commercial FPGAs based on the Altera Stratix family use 50% sparse crossbars [10] in their clusters, while Microsemi has FPGAs with multi-level crossbars, some of which are highly depopulated, reaching a 25% density [5]. It was also observed through academic research that low-density crossbars are beneficial for some specific architectures (e.g., \(K = N = 6\)) [9]. However, with the new optimization algorithms in CAD tools and at smaller technology nodes (affecting the delay cost of long wires and large fanout nodes versus the delay of LUTs), the effect of the crossbars and of their sparsity on the FPGA performance might change dramatically. Would it change though, to the point that crossbars are no longer needed in the cluster? Or perhaps that denser crossbars are now needed? To study such effects and answer these questions generically, irrespective of the architecture, we evaluate the crossbar sparsity on a wide range of architectures by varying \(F_{\text{local}}\) between 0.2 (i.e., each output can connect to 20% of the inputs) and 1 (i.e., a fully populated crossbar) for \(K\) between 3 and 7, and \(N\) between 4 and 10. FPRESSO distributes, by default, the inputs of the sparse crossbars uniformly among the created multiplexers. It is also designed in a way that, given a certain number of inputs per output, if the crossbar density cannot be achieved, this density is increased until all inputs can be connected. So, although a 20% crossbar is considered in these experiments, in several cases, the effective density is slightly higher than 20% (by a few percentages).

Figure 12 shows how the delay and area change with the density of the crossbar for the different \(K\), averaged over \(N\).
Fig. 12: The effect of sparse crossbars with different sparsity $F_{c\text{local}}$ on the delay and area, for multiple LUT inputs ($K$), averaged over all cluster sizes. This figure shows that the best results are achieved for the crossbar with 30% density.

Fig. 13: Delay and area of the benchmarks tested on architectures with fracturable $K$-LUTs and up to 3 shared inputs $S$. The results for non-fracturable $K$-LUTs are also added for comparison.

The first observation is that, even after varying the density, our previous conclusions of Section IV on the optimal LUT sizes for area (4 and 5) and delay (6 and 7) still clearly hold for most $F_{c\text{local}}$. However, more importantly, as $F_{c\text{local}}$ decreases, area also decreases, until it reaches its optimum at 30% density, before increasing back at 20%. Interestingly enough, the best delay is also observed at around 20% to 30% density, making this an architectural sweet spot. Hence, the best compromise between the size of the crossbar and the routing flexibility is generally achieved, for most architectures, at the low density of around 30%. It benefits from the small-sized multiplexers to improve the delay and area contribution of the crossbar while maintaining enough flexibility not to introduce excessive routing overhead.

VI. FRACUTRABLE LUTS

Fracturable LUTs were commercially introduced in the Altera Stratix II [11] and Xilinx Virtex 5 [16] FPGAs. As discussed in Section II-C, a fracturable $K$-LUT can be split into two ($K - 1$)-LUTs with $S$ shared inputs. To evaluate the effect of the fracturable LUTs on the FPGA performance, we run experiments for LUTs of sizes 5, 6, and 7, where each LUT can be fractured into two smaller ones, of sizes 4, 5, and 6, respectively, with shared inputs. The number of shared inputs $S$ is also added as a parameter and varied between 1 and 3. The architectures are generated for clusters of sizes $N \leq 10$ and with full crossbars to filter out the effect of sparse crossbars on the results.

Figure 13 shows the delay and area of these fracturable $K$-LUT experiments. The graph shows the results over multiple cluster sizes, for the three choices of shared inputs. The same results for a non-fracturable 6-LUT are also added for comparison. The results vary, depending on the selected parameters but, in general, one can observe a clear trend irrespective of the LUT or cluster size. When compared to the results of the non-fracturable architecture, fracturable LUTs do not bring any improvement. A slight increase in area and delay was to be expected: the BLE has more inputs in the fracturable architecture, which results in bigger and slightly slower crossbars, and, with the extra logic added to support fracturability, the LUTs themselves are also slower. However, one would have thought that the additional flexibility of fracturable LUTs should have largely overcome this overhead—alas, this appears not to be the case.

To better understand the reasons behind this behavior, we evaluate the effect of the CAD tools on the results, by analyzing the outputs of the mapping, packing and routing stages as shown in Figure 14. Although this applies to any fracturable architecture, we take a cluster of size 10 with fracturable 5-LUTs ($K = 5, N = 10$). Any advantage the fracturable 5-LUT should bring is highly influenced by the number of 4-LUTs (or less) generated by the technology mapper and their shared inputs, since they can create opportunities to efficiently utilize the 5-LUT. However, only about 18% of the total LUTs have four inputs (and 34% have four or less inputs) which limits considerably these opportunities. Clearly, the default ABC’s
Fig. 14: Analysis of the mapping and packing results for a fracturable 5-LUT architecture with $N = 10$.

mappings algorithm is not aware that LUTs can be fractured and, as such, does not try to optimize its mapping accordingly. Furthermore, the packer is adding more damage by underutilizing the available resources: almost half of the 5-LUTs are fractured into two 4-LUTs, and out of these 4-LUTs only 25% are used for logic, while 41% are used as wires and about 34% are completely unused. Using only 25% of the fractured LUTs is a major waste of resources and adds to this overhead, mainly since it increases the total number of BLEs by 30% (compared to the non-fracturable architecture), the number of BLEs on the critical path by about 10% and the average wirelength by 24%. All this added together gives an idea of the reasons behind the deterioration of the results for fracturable LUTs and is an indication that the existing academic CAD tools (specifically VTR) are not properly equipped or designed yet to support this feature. As for the commercial tools, Hutton et al. show that fracturable LUTs bring about 15% delay improvement for a 12% area reduction, on average, when combined with an LUT balancing phase integrated into Quartus’ technology mapper [6].

VII. CONCLUSIONS

In this work, we evaluate the effect of the different cluster parameters on the performance of the FPGA, using a 65 nm technology and the latest academic CAD tools. After exploring over 1,200 distinct architectures and running more than 41,000 benchmarks through the flow, we show that the observations of Ahmed and Rose’s classic study of 2004 are still correct today. However, we also show that some important FPGA architectural tenets appear not to always hold. We demonstrate, for instance, that MCNC benchmarks are still useful in architectural explorations and have, in this context, similar behavior as the more complex VTR benchmarks. We also refute, within the academic context, the common assumption that a half-populated crossbar is the best architectural compromise between crossbar complexity and routability; instead, we show that a 30% density crossbar systematically achieves better results for most architectures. We introduce fracturable LUTs into the modeling tool FRESSO and show that, when using the academic CAD tools, the overhead of the fracturable LUTs overcomes any advantage they theoretically bring. We show through an analysis of the output of the different stages of the CAD flow that the current tools do not leverage properly the promised advantages of the fracturable LUTs. We plan, in the future, to extend our exploration to cover crossbars with different topologies, as well as clusters with hard adders and carry chains.
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