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Abstract—Iterative Layering is an existing pre-synthesis technique that can be used for constructing a near-optimal representation of the input circuit. Originally, the Iterative Layering algorithm uses SAT instances extensively. However, in the original implementation, they are solved either by exhaustive enumeration of all possible assignments of input variables, or by using BDDs. Both approaches perform poorly, which constrains the size of the circuits that can be processed. In this paper, we propose a new implementation of the algorithm in which all SAT problems are reformulated and solved by a modern SAT solver. Moreover, we use the unsatisfiability proofs produced by the SAT solver and Craig interpolants to fundamentally change the way Iterative Layering handles circuit reconstruction. As a result, our enhanced Iterative Layering promises to scale to larger circuits than the original one. Unfortunately, this preliminary work still does not show evidence of superior overall runtime; accordingly, some parts of the current heuristic will need to be reviewed in future work.
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I. INTRODUCTION

The complexity of circuits has grown with transistor density, to the point that humans can no longer reason about them. Thus, it is crucial to automatically optimize those circuits during logic synthesis, and to minimize their delay and area. Existing heuristics for logic optimization try to find an equivalent near-optimal representation of the input circuit. One such pre-synthesis technique is the Iterative Layering technique presented by Verma et al. [1], which serves as reference for this work.

Iterative Layering is an iterative algorithm, which does not try to do local optimizations; rather, it performs more global optimizations and eagerly seeks for useful computations, namely bricks. These bricks are small pieces of computation, with a few inputs and a single output bit. They are judged by their ability to reduce further computation later on and are placed as early as possible to maximize parallelism. In the last iteration, Iterative Layering produces a new circuit composed of a set of bricks that compute the same information as the input circuit with a new, smaller structure.

The Iterative Layering algorithm consists of two main phases, namely brick generation and brick selection, which are repeated iteratively. The process of brick generation is the first phase of the Iterative Layering algorithm. In each iteration, it computes candidate bricks for the corresponding layer. Before it delivers the set of candidate bricks to the brick selection phase of the algorithm, it ensures that the generated set contains all required information about the input bits of the circuit. The set of generated bricks contains redundant bricks. The brick selection phase, selects only the subset of the received candidate bricks that minimize resource utilization. Once the chosen set of bricks contains enough information about the circuit function, a layer is formed from the bricks, and the dependency function is computed. Afterwards, the algorithm uses this dependency function as an input to the next iteration, which generates and selects the bricks for the next layer. Figure 1 shows an example of a function synthesized with the Iterative Layering algorithm.

In this paper we present a new implementation of Iterative Layering, which makes extensive use of modern SAT solvers, contrary to the reference implementation. We propose using SAT-based functional dependency checks instead of BDDs that turns out to be significantly faster, especially for large circuits. Moreover, we improve the calculation of the brick selection metric. Our metric is computed based on the area of the logically optimized circuit, obtained with Craig interpolation, and not on the size of the partially complete BDD. In most situations, this improves the heuristic responsible for discovering more efficient circuits. Figure 2 presents the flow of the proposed Iterative Layering algorithm.

The rest of the document is organized as follows. First, in Section II, we give background on functional dependency, the satisfiability problem, and the Craig interpolation. Next, in Section III and Section IV, we describe in detail the brick generation and the brick selection phase of the algorithm, respectively. Section V presents the experimental results. Finally, Section VI draws conclusions and proposes some future work.

II. BACKGROUND INFORMATION

In this section, we give the definitions of functional dependency, satisfiability problem, and interpolant.
A. Functional Dependency

The check for functional dependency is used extensively in the two phases of the Iterative Layering algorithm. Primarily, it ensures that a layer can be formed from a given set of bricks, which is true if and only if the input circuit functionally depends on the set of bricks. On the other hand, the necessary and sufficient condition for existence of functional dependency helps in defining the construction of the circuits from which the interpolant is built. We use the definition of functional dependency proposed by Jiang et al. [2].

Definition 1: Given a Boolean function \( f : B^m \rightarrow B \) and a vector of Boolean functions \( G = (g_1(X), \ldots, g_n(X)) \) with \( g_i : B^m \rightarrow B \) for \( i = 1, \ldots, n \), over the same set of variable vector \( X = (x_1, \ldots, x_m) \), we say that \( f \) functionally depends on \( G \) if there exists a Boolean function \( h : B^n \rightarrow B \), called the dependency function, such that \( f(X) = h(g_1(X), \ldots, g_n(X)) \).

In Iterative Layering, the functions \( f, g_i \), and \( h \) correspond to the target function, a brick, and the dependency function, respectively. Figure 3 shows the target function \( f \) with its dependency function \( h(B_{11}, B_{12}, B_{13}, B_{14}) \). The following example explains functional dependency. Consider the target function \( f = a \oplus b \), the set of inputs \( X = (a, b) \), and the set of bricks \( G = (g_1(X), g_2(X)) \), which correspond to \( g_1(X) = a + b \), and \( g_2(X) = ab \).

Since the target function \( f \) can be written as
\[
f = h(g_1(X), g_2(X)) = g_1(X)g_2(X),
\]
it follows that the dependency function \( h(G) \) exists, and thus, \( f \) functionally depends on the set of bricks \( G \).

The set of bricks \( G \), on which the target function is functionally dependent, may include some redundant bricks. For example, a third brick \( g_3(X) = \overline{a}b \) can exist in the set \( G \), but it can be excluded from the dependency function \( h \).

Next, we define what an assignment is, in order to set the necessary and sufficient condition for functional dependency used later.

Definition 2: An assignment to a finite set of Boolean variables, \( V = (v_1, \ldots, v_k) \), is the mapping \( V \rightarrow \{0, 1\} \).

The necessary and sufficient conditions for functional dependency are defined with the following theorem [3].
A linear size and using modern SAT solvers. In this subsection, circuits, by formulating it as a satisfiability (SAT) problem of functional dependency can be done efficiently, even for large \( B \). Satisfiability Problem

If a satisfying assignment exists, then it is said the propositional formula is satisfiable (SAT). Otherwise, it is unsatisfiable (UNSAT).

The algorithms that solve SAT problems are called SAT solvers. SAT solvers produce either a satisfying assignment when the problem is satisfiable, or a proof of unsatisfiability when the problem is unsatisfiable. The proof of unsatisfiability is also called a refutation proof and is used for building the interpolant.

C. Interpolant

The interpolation theorem for first-order logic was first proved by W. Craig [6] in 1957.

Theorem 2: An interpolant for the pair of subsets of clauses \( (A, B) \), such that \( A \cdot B \) is unsatisfiable, is a formula \( P \) with the following properties:

- \( A \) implies \( P \);
- \( P \cdot B \) is unsatisfiable;
- \( P \) refers only to the common variables of \( A \) and \( B \).

An interpolation system is a procedure for constructing an interpolant for a pair of subsets of clauses \( (A, B) \) from their refutation proof. Given the pair \( (A, B) \) and their refutation proof, the interpolant may be constructed in linear time. Today, modern SAT solvers, such as MiniSat [7], can compute a refutation proof from an unsatisfiable instance and build an interpolant out of it. Next, we define what a refutation proof is and we explain the construction of the interpolant through McMillan’s system [8].

Definition 4: A refutation proof \( \Pi \) of a set of clauses \( C \) is a directed acyclic graph \( (V_{\Pi}, E_{\Pi}) \), where \( E_{\Pi} \) is a set of edges connecting the vertices with their predecessor vertices, and \( V_{\Pi} \), the set of vertices, is a set of clauses such that:

- for every vertex \( c \in V_{\Pi}, \ c \) is either a root clause, such that \( c \in C \), or an intermediate clause and represents the resolvent of its two predecessors \( c_1 \) and \( c_2 \);
- the unique leaf vertex is an empty clause.

Definition 5: [8] Let \( (A, B) \) be a pair of clause sets and let \( \Pi \) be their refutation proof. For all vertices \( c \in V_{\Pi} \), let \( p(c) \) be a Boolean formula, such that:

- if \( c \) is a root clause, and
  - if \( c \in A \), then \( p(c) = g(c) \), where \( g(c) \) is the disjunction of the global literals in \( c \), or
  - if \( c \notin A \), then \( p(c) = 1 \);
- else, if \( c \) is an intermediate clause, then let \( c_1 \) and \( c_2 \) be the predecessors of \( c \), and let \( x \) be their pivot variable. Then,
  - if \( x \in B \), then \( p(c) = p(c_1) \cdot p(c_2) \), and
  - if \( x \notin B \), then \( p(c) = p(c_1) + p(c_2) \),

the \( \Pi \)-interpolant of \( (A, B) \) is \( p(0) \).

The Boolean circuit representing the interpolant is constructed by substituting the intermediate vertices and the leaf with gates corresponding to the executed operation between their predecessors.

Fig. 4: The circuit constructed for checking if the function \( f_{12} \), with two outputs \( f_1 \) and \( f_2 \), and two inputs \( a \) and \( b \), functionally depends on the set of bricks \( G = \{B_1, B_2\} \). Functional dependency exist if and only if the miter evaluates to 0 for any two assignments of the primary inputs.
The brick generation is the first phase of the Iterative Layering algorithm. In each iteration, it computes the candidate bricks for the corresponding layer. In this section, we explain the whole process in detail.

Assume that the input circuit has \( n \) primary inputs. The Iterative Layering algorithm receives as input the maximal number of primary inputs for the bricks \( m \), such that \( m < n \) and \( m \leq 6 \). The final set of generated bricks is composed of \( m - 1 \) subsets, \( G_k \), where \( 2 \leq k \leq m \). \( G_1 \) corresponds to the set of identity bricks, which have only one bypassed input and have no logic, thus it is not generated explicitly. Each \( G_k \) subset provides a complete set of bricks with different number of primary inputs. Although the set \( G_k \) is generated for bricks with \( k \) inputs, after performing logic optimisation on the bricks, it may also contain bricks with less than \( k \) inputs.

Figure 6 shows the contents of the set of bricks generated for a function \( f \) with five primary inputs: \( a, b, c, d, \) and \( e \), when the maximum number of primary inputs \( m \) is 4. The \( G_k \) sets are represented in the first row and below each set its subsets are shown.

If we want to generate bricks for the subset with \( k \) inputs, then for each possible combination of \( k \) inputs, we generate a set of bricks as cofactors in the following way.

1) First, we start with an empty set, and we generate a given number of bricks by giving a random assignment on the remaining \((n-k)\) primary inputs. By propagating these values, we obtain a cofactor circuit. For a multiple-output input circuit, we generate a multiple-output cofactor. Since the bricks have only one output, the cofactor function of each output is saved as a separate brick. Thus, the number of generated bricks from one assignment equals the number of outputs of the input circuit.

2) Next, since the sampling is random, it is easy to miss some irredundant cofactors. Therefore, after a set of bricks is formed, we ensure that the generated set contains all required information about the circuit. Thus, we check if the input circuit functionally depends on the given bricks joined with the identity brick for the primary inputs that are not used as inputs for the bricks. For this check, we construct a miter as the one in Figure 4 and we give it to the SAT solver.

3) If the target function functionally depends on the set of bricks, then the algorithm saves the set and proceeds with the generation of bricks for the next combination of primary inputs. Otherwise, from the satisfying assignment received from the SAT solver, we extract an assignment for the generation of an additional brick.

Since the miter includes two copies of the primary inputs of the target circuit, the received satisfying assignment contains two assignments \( P \) and \( Q \). The assignment, from which we generate an additional brick, contains the values for the primary inputs that are identical in both \( P \) and \( Q \). For example, if the returned satisfying assignment for a function \( f(a,b,c,d,e) \) contains the assignments \( P = (1,0,0,0,1) \) and \( Q = (1,1,0,1,1) \), then by assigning and propagating \( a = 1, c = 0, \) and \( d = 1 \) we generate a brick with two inputs \( b \) and \( d \). Steps 2 and 3 are repeated until there is a functional dependency from the generated set of bricks.

Figure 7 shows the flowchart of the described brick generation process for one combination of inputs.

This process guarantees that the target function functionally depends on the union of the set of bricks generated for one combination of the primary inputs and the unused primary inputs. Since all sets generated for different combinations of the inputs are complete, the union of the sets for all combinations is also a complete set.
A. Differences from the Original Brick Generation Algorithm

In the original Iterative Layering algorithm, instead of generating sets of cofactors with different number of primary inputs, only one complete set of cofactors is generated for each combination of primary inputs. Then, in order to find smaller bricks from the cofactors, a DAG implementing all cofactors for one set of inputs is constructed and several cuts are found. As output is given the set of bricks that correspond to the signals above the best cut in terms of reduction of resources. This process is faster than our brick generation, however, it may fail to generate some good bricks or it may discard them with the chosen cut.

IV. BRICK SELECTION

The set of generated bricks contains redundant bricks. Thus, in the brick selection phase, a subset of the generated bricks is chosen that is sufficient to represent the function and that brings maximal reduction of resources.

The brick selection phase begins with the set of bricks received from the brick generation phase. It chooses the best brick from the set and adds it to the set of selected bricks that will be returned. Once a brick is added, it is marked as used and is ignored in the next iteration of the brick selection algorithm. After choosing a brick, we check whether the target circuit for which the bricks were generated functionally depends on the chosen set of bricks. If it depends, then the target circuit can be represented as a function of the bricks, and we return the chosen set of bricks. Otherwise, at least one brick is missing, so we perform another iteration of the brick selection algorithm, which searches for the next best brick.

A. Selecting Good Bricks

For selecting the best brick, we use an information fitness metric. The information fitness of a brick represents the reduction in resource utilization when this brick is used to compute the original circuit. The information fitness of a brick \( p_i \) is computed using the formula \( \alpha - (\beta + \gamma) \) where:

- The parameter \( \alpha \) is the size of the dependency function \( h \) that as inputs has the outputs of the set of already selected bricks and the primary inputs of the input circuit.
- The parameter \( \beta \) is the size of the dependency function \( h_i \) that as inputs has the outputs of the set of already selected bricks, the primary inputs of the input circuit, plus the new brick \( p_i \).
- The parameter \( \gamma \) is the size of the brick \( p_i \).

Since the information fitness depends on the bricks contained in the set of selected bricks, it is recomputed for each brick once a brick is selected and added to the set. Figure 9 shows the dependency functions generated for computing the information fitness of one brick.

Bricks with higher information fitness lead to larger resource reductions. Thus, the best brick is the one with the highest information fitness. However, sometimes in the set of generated bricks all unused bricks have information fitness less than or equal to 0. If the information fitness of the best brick is exactly 0 and if its size is bigger than 0, then the brick is not an identity brick, and it does not increase the size of the dependency function, so we add it to the selected set.

However, if the best brick has both size and information fitness of 0, then we have encountered an identity brick.

\[ \text{fitness of } p_i = \alpha - (\beta + \gamma) \]

\[ \text{size}(x) = \text{number of AND nodes of the logically optimised circuit } x \]
In cases when we have already selected bricks with higher information fitness, we want to ensure that these bricks are used by the dependency function. Thus, we add just the identity bricks which are necessary for achieving a functional dependency, in the following way.

1) First, add an identity brick for each primary input that is not a primary input of any of the selected bricks.
2) If all primary inputs are used, we add the necessary identity bricks. To check whether a brick $i$ is necessary, we construct a miter for checking functional dependency that as bricks has the set of selected bricks and all identity bricks, except the brick $i$. If there is a functional dependency, the information about the brick $i$ is already contained in the bricks from the selected set, thus $i$ is discarded. Else, if there is no functional dependency, brick $i$ is necessary, and it is added to the set. Once all necessary identity bricks are added, the set is complete.

Adding the identity bricks ensures that bad bricks, which have size greater than 0 and information fitness less than 0, are never added. Since the identity bricks have information fitness equal to 0, they have priority over the bad bricks. If all bricks in the set are bad bricks, then all identity bricks are added to the selected set. The target function always functionally depends on the set with all identity bricks, so this guarantees that bad bricks are never added.

Figure 10 shows the different types of bricks, ranked according to their priority in the brick selection algorithm.

Fig. 10: The bricks are ranked by their information fitness and priority in the brick selection algorithm. The selected bricks belong in one of the groups $A$, $B$, $C$, or $D$. The bricks from the group $E$ are never selected because the bricks from the group $D$ have priority, and once we add them, we have a functional dependency. The bricks from the group $F$ are never selected because they increase the size of the dependency function.

**B. Multiple-Output Dependency Function via Interpolation**

In this subsection we describe the process for generating a dependency function, which is used in the brick selection algorithm for computing the information fitnesses. After the bricks for one layer are selected, we also compute the dependency function used as target function in the next iteration.

J.-H. R. Jiang et al. [2] suggested using interpolation for re-expressing a target function with some dependency function over other base functions, which is also used by C.-H. Lin et al. [9]. For the proposed algorithm, we use a construction similar to the proposed one, by considering the bricks as base functions. Figure 11 shows the construction required for computing the dependency function of the target function $f$ in terms of the set of bricks $G = \{B_1, B_2\}$. This circuit has the same property as the miter shown in Figure 4, and can be used for the functional dependency check of a single-output function. Thus, if $f$ functionally depends on the set of bricks $G$, we give the circuit to a SAT solver which produces a refutation proof, from which we derive the interpolant. Since the outputs of the bricks belong both to the on-set $A$ and to the off-set $B$, they represent candidate inputs for the interpolant, and implicitly for the dependency function.

However, as shown in Section II-C, the interpolant can only be computed for single-output functions. Thus, for multiple-output functions, we create a separate circuit for each output. Then, we compute the corresponding interpolants and we finally combine them in one circuit, which is returned as output.

**C. Differences from the Original Brick Selection Algorithm**

In the original Iterative Layering algorithm, the brick selection, besides information fitness, uses also another metric called information coverage, which measures the information from the target circuit that is contained in each brick. This metric will be implemented in future work.
On the other hand, the information fitness was computed by constructing a partial BDD of the dependency function and measuring its size. This BDD was based on a partial random sampling of the assignment space, which cannot guarantee that the BDD is faithfully expressing the dependency function. Instead, in this paper we propose to use the Craig interpolant to derive the exact dependency function, which enables a more accurate computation of the information fitness of a brick.

Another significant difference in the brick selection phase with respect to the original algorithm is the addition of the identity bricks to ensure that bad and unnecessary bricks are never included in the set of selected bricks.

V. RESULTS

In this section we introduce our experimental setup, we compare the proposed SAT-based functional dependency check and the reference BDD-based one, and we present the area, delay and runtime results of our algorithm.

A. Experimental Setup

We implemented the enhanced Iterative Layering algorithm described in this paper as a new command into ABC [10]. ABC is an open-source software system for synthesis, technology mapping, and formal verification of sequential Boolean logic circuits used in synchronous hardware design. ABC relies heavily on the And-Inverter Graph (AIG) data structure, which represents a multi-level logic network composed of two-input AND gates and inverters. AIGs enable short runtimes and high-quality results for synthesis, mapping and verification due to their simplicity and flexibility.

Another advantage is that the modern SAT solver MiniSat [7] is integrated into ABC. MiniSat provides both the satisfying assignment when the problem is SAT, and the proof of unsatisfiability when the problem is UNSAT, and both are essential to Iterative Layering.

B. SAT-based vs. BDD-based Functional Dependency Check

As described in Section III and IV, the functional dependency check is used extensively in both the brick generation and in the brick selection phase of the Iterative Layering algorithm. Thus, an improvement of the running time of the functional dependency check will lead to significant improvement of the running time of the whole Iterative Layering algorithm. In the original implementation of Iterative Layering, the SAT instance derived for the functional dependency miter for small circuits is solved by exhaustive enumeration of all possible assignments of input variables. However, due to scalability problems, BDDs are used to solve big instances.

To compare the proposed SAT-based and the old BDD-based method, we compute the bricks for the first layer of an adder. We modified the brick generation phase to generate all bricks from SAT assignments, and we ensure that the functional dependency check is triggered after each computed brick. We also implemented the BDD-based method which was used in the original implementation of Iterative Layering. We next compute the overall runtime of all checks done with both the BDD-based method and the SAT-based method for 2-input bricks. To see how the runtime changes depending on the circuit size, we gradually expand the adder size from 2-bit to 27-bit operands. Figure 12 shows that the runtimes of both methods grow approximately exponentially with the circuit size, however, the SAT-based method’s runtime grows much slower than the BDD-based method’s runtime, resulting in more than 7x speedup for the larger circuits.

C. Preliminary Results

The first results of our Iterative Layering algorithm are shown in Table I. We run the algorithm on ripple-carry adders of different sizes and on the 5-bit majority function for various number of brick inputs. For each run we compute the number of AND nodes (metric related to the circuit area), the maximum number of logic levels (metric related to the circuit delay) and the total runtime divided in brick generation and brick computation time.

The area results show that the proposed implementation, using the new information fitness metric, generally reduces the circuit size—in some cases by up to 50%. In few cases, however, the circuit area grows. Future work will look at these cases and determine the cause of the unwanted behavior.

Instead, the delay of the resulting circuits increases in most of the cases. This is primarily due to the singular focus of the chosen metric function on area reduction and its lack of consideration for the delay of the selected bricks.

Finally, despite having improved the runtime of the functional dependency check, the overall runtime of our algorithm is excessive and only allows the transformation of very small circuits. This is mainly because the brick generation phase produces a number of candidate bricks which grows exponentially with the number of inputs. Table I shows that for bigger bricks
the time required for brick generation is increases dramatically. Moreover, the high number of generated bricks also impacts the time required for brick selection, as more bricks need to be evaluated. As a result, this first implementation of our new SAT-based formulation of Iterative Layering leaves open plenty of future work which is discussed in the next section.

VI. CONCLUSIONS AND FUTURE WORK

This paper describes a novel implementation of the Iterative Layering algorithm which extensively leverages modern SAT-solvers. We show that SAT-based functional dependency check can potentially improve the runtime of the algorithm; however, other inefficiencies on the current implementation hinders its impact on the overall runtime. Also, we make use of the Craig interpolant to compute a more accurate information fitness metric, which leads to a better selection of bricks and a reduction of the circuit size.

However, the first experimental results indicate different directions to improve the current implementation of our Iterative Layering algorithm. Our main concern is the current runtime, which results from the overzealous brick generation approach that adversely impacts the brick selection phase. Accordingly, we will work on new methods that prioritize the generation of relevant bricks and on the early-pruning of uninteresting bricks.

We also plan to include incremental SAT solving, as proposed by Lee et al. [11], in the brick generation process. Incremental SAT solving should significantly reduce current runtime as many computations will be shared across different calls to the SAT solver.

Finally, to improve the delay of the generated circuits, we will include an additional metric to steer brick selection similar to the information coverage present in the original implementation of Iterative Layering. This metric should prioritize the early selection of bricks that contain most of the information of the input circuit.
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